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A Stackelberg game is played between a leader and a follower. The leader first chooses an action, and then the follower plays his best response, and the goal of the leader is to pick the action that will maximize his payoff given the follower’s best response. Stackelberg games capture, for example, the following interaction between a retailer and a buyer. The retailer chooses the prices of the goods he produces, and then the buyer chooses to buy a utility-maximizing bundle of goods. The goal of the retailer here is to set prices to maximize his profit—his revenue minus the production cost of the purchased bundle. It is quite natural that the retailer in this example would not know the buyer’s utility function. However, he does have access to revealed preference feedback—he can set prices, and then observe the purchased bundle and his own profit. We give algorithms for efficiently solving, in terms of both computational and query complexity, a broad class of Stackelberg games in which the follower’s utility function is unknown, using only “revealed preference” access to it. This class includes the profit maximization problem, as well as the optimal tolling problem in nonatomic congestion games, when the latency functions are unknown. Surprisingly, we are able to solve these problems even though the corresponding maximization problems are not concave in the leader’s actions.

Categories and Subject Descriptors: G.1.6 [Mathematics of Computing]: Optimization

1. introduction

In a revealed preferences problem, there is an economic agent and a series of decisions made by that agent. Classically, the goal is to determine whether those decisions are rationalizable—i.e., to determine if they can be explained, ex-post, as the result of the agent maximizing some fixed utility function. The revealed preferences problem dates back to the work of Samuelson [Samuelson 1938] and there is a large literature on this topic [Mas-Colell et al. 1995; Rubinstein 2012; Varian 2006]. However, even when the agents’ decisions can be rationalized in hindsight as maximizing some fixed utility function, that utility function may not generalize to predict future decisions. This deficiency was first observed by Beigman and Vohra [Beigman and Vohra 2006] and has led to a more recent interest in studying
the problem of learning from revealed preferences [Zadimoghaddam and Roth 2012; Balcan et al. 2014; Amin et al. 2015].

In this note, we describe our work on this topic from [Roth et al. 2015]. We study a family of problems best exemplified by the problem of maximizing profit using revealed preferences:

A retailer, who sells $d$ goods, repeatedly interacts with a buyer. In each interaction, the retailer decides how to price the $d$ goods by choosing $p \in \mathbb{R}^d \geq 0$, and in response the buyer purchases the bundle $x \in \mathbb{R}^d \geq 0$ that maximizes her utility $v(x) - \langle x, p \rangle$, where $v$ is an unknown concave valuation function. The retailer observes the bundle purchased, and therefore his profit, which is $\langle x, p \rangle - c(x)$, where $c$ is a convex cost function. The retailer would like to set prices that maximize his profit after only a small number of interactions with the buyer.

This problem fits naturally into the well studied model of zeroth-order or bandit optimization—the retailer is trying to maximize an unknown objective function given only query access to the function. That is, he can set prices and observe the value of his objective. Unfortunately, when this problem is posed as a bandit optimization problem, the objective function is not concave. This can be seen in the following very simple instance.

**Example 1.** Consider a setting with one good ($d = 1$). The buyer’s valuation function is $v(x) = \sqrt{x}$, and the retailer’s cost function is $c(x) = x$. The buyer’s utility for buying $x$ units at price $p$ is $\sqrt{x} - xp$. Thus if the price is $p$, a utility-maximizing buyer will purchase $x^*(p) = 1/4p^2$ units. The profit of the retailer is then $\text{Profit}(p) = px^*(p) - c(x^*(p)) = 1/4p - 1/4p^2$. Unfortunately, this profit function is not concave.

Since the retailer’s profit function is not concave in the price, it cannot be optimized efficiently using generic methods for concave maximization. Surprisingly, despite this lack of concavity we show that this problem and others can be solved efficiently subject to certain mild conditions.

The key idea is that the retailer’s objective is concave when written as a function of the follower’s action, which we can demonstrate by returning to the previous example.

**Example 2.** Recall that if the buyer’s valuation function is $v(x) = \sqrt{x}$, then when she faces a price $p$, she will buy the bundle $x^*(p) = 1/4p^2$. In this simple case, we can see that setting a price of $p^*(x) = 1/2\sqrt{x}$ will induce the buyer to purchase $x$ units. In principle, we can now write the retailer’s profit function as a function of the bundle $x$. In our example, the retailer’s cost function is simply $c(x) = x$. So we have $\text{Profit}(x) = p^*(x) \cdot x - c(x) = \sqrt{x}/2 - x$, which is concave.

This example shows that when written in terms of $x$, the profit function is concave! As we show, this phenomenon continues in higher dimensions for arbitrary convex cost functions $c$, and for a wide class of economically meaningful concave valuation functions including the well studied families of CES and Cobb-Douglas utility functions.
Therefore, if the retailer had access to an oracle for the concave function $\text{Profit}(x)$, we could use an algorithm for bandit concave maximization to optimize the retailer’s profit. Unfortunately, the retailer does not directly get to choose the bundle purchased by the buyer and observe the profit for that bundle. Instead, he can only set prices to observe the buyer’s chosen bundle $x^*(p)$ at those prices and the resulting profit $\text{Profit}(x^*(p))$.

Nevertheless, we have reduced the retailer’s problem to a possibly simpler one. In order to find the profit maximizing prices, it suffices to give an algorithm which simulates access to an oracle for $\text{Profit}(x)$ given only the retailer’s query access to $x^*(p)$ and $\text{Profit}(x^*(p))$. Specifically, if for a given bundle $x$ the retailer could find prices $p$ such that the buyer’s chosen bundle $x^*(p) = x$, then he could simulate access to $\text{Profit}(x)$ by setting prices $p$ and receiving $\text{Profit}(x^*(p)) = \text{Profit}(x)$.

The next key ingredient is a “tâtonnement-like” procedure that efficiently finds prices that approximately induce the buyer to purchase a target bundle given only access to the retailer’s oracle $x^*(p)$. The procedure works as long as the buyer’s valuation function is Lipschitz and strongly concave on the set of feasible bundles. Specifically, given a target bundle $x$, our procedure finds prices $p$ such that $|\text{Profit}(x^*(p)) - \text{Profit}(x)| \leq \varepsilon$. Thus, we can use our procedure to simulate approximate access to the function $\text{Profit}(x)$. Our procedure requires only $\text{poly}(d, 1/\varepsilon)$ queries to $x^*(p)$. Fortunately, it turns out that recent algorithms for noise tolerant bandit optimization due to [Belloni et al. 2015] can maximize the retailer’s profits efficiently even with only approximate access to $\text{Profit}(x)$.

Our tâtonnement procedure was inspired by an elegant recent paper of [Bhaskar et al. 2014], who gave an Ellipsoid-based procedure for the similar problem of finding tolls that induce a target flow in a routing game where the latency functions are unknown. Our procedure is rather general, and applies to a broad family of Stackelberg games in which the leader wishes to optimize his objective function, without knowing what the follower’s utility function is, and has access only to observations of the follower’s best responses. In particular, our techniques can also be applied to the flow problem studied by [Bhaskar et al. 2014], yielding incomparable guarantees. (Our results hold for a much broader class of latency functions, but our convergence time is slower).

We view our work as one of the first steps in a broader agenda of studying “revealed preferences problems” from a computational perspective. There are many interesting problems in this space, and we will now highlight one. In our profit maximization application, it would be very natural to consider a “Bayesian” version of our problem. At each round the producer sets prices, and then a new consumer, with valuation function drawn from an unknown prior, purchases her utility maximizing bundle. The producer’s goal is to find the prices that maximize her expected profit, over draws from the unknown prior. Under what conditions can we solve this problem efficiently? The main challenge (and the reason why it likely requires new techniques) is that the expected value of the purchased bundle need not maximize any well behaved utility function, even if each individual consumer is maximizing a concave utility function.
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