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In the classical secretary problem an employer would like to choose the best candidate among
n competing candidates that arrive in a random order. Our main contribution is a new linear
programming technique that we introduce as a tool for obtaining and analyzing mechanisms for
the secretary problem and its variants. The linear program is formulated using judiciously chosen
variables and constraints and we show a one-to-one correspondence between mechanisms for the
secretary problem and feasible solutions to the linear program.
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1. INTRODUCTION

In the classical secretary problem an employer would like to choose the best can-
didate among n competing candidates that arrive in a random order. After each
interview, the position of the interviewee in the total order is revealed vis-á-vis al-
ready interviewed candidates. The interviewer has to decide, irrevocably, whether
to accept the candidate for the position or to reject the candidate. The objective
in the basic problem is to accept the best candidate with high probability. A mech-
anism used for choosing the best candidate is to interview the first n/e candidates
for exploration, and then hire the first candidate that is better than all previous
candidates. Analysis of the mechanism shows that it hires the best candidate with
probability 1/e and that it is optimal [Dynkin 1963; Lindley 1961].

This basic concept of n elements arriving in a random order and irrevocable
decisions being made by an algorithm has been explored extensively over the years.
We refer the reader to the survey by Ferguson [Ferguson 1989] on the historical and
extensive work on different variants of the secretary problem. Recently, there has
been plenty of interest in the variants of the secretary problem and its application to
the online auction problem [Hajiaghayi et al. 2004; Babaioff et al. 2008; Kleinberg
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2005; Babaioff et al. 2007; Babaioff et al. 2007; Korula and Pál 2009; Babaioff
et al. 2009]. Therefore, finding new ways of abstracting, as well as analyzing and
designing algorithms, for secretary type problems is of major interest.

1.1 Our Contributions

We introduce a new linear programming technique as a tool for obtaining and
analyzing mechanisms for various secretary problems [Buchbinder et al. 2009b].
We design a linear program with judiciously chosen variables and constraints and
show a one-to-one correspondence between mechanisms for the secretary problem
and feasible solutions to the linear program. Obtaining a mechanism which max-
imizes a certain objective therefore reduces to finding an optimal solution to the
linear program. We use linear programming duality to give a simple proof that
the mechanism obtained is optimal. We illustrate our technique by applying it to
the classical secretary problem and obtaining a simple proof of optimality of the 1

e
mechanism [Dynkin 1963].

Our linear program for the classical secretary problem consists of a single con-
straint for each position i, bounding the probability that the mechanism may select
the ith candidate. Despite its simplicity, we show that such a constraint suffices
to correctly capture all possible mechanisms. Thus, optimizing over this polytope
results in the optimal mechanism. The simplicity and the tightness of the linear
programming formulation makes it flexible and applicable to many other variants.
Capturing the set of mechanisms as a linear polytope holds the following immediate
advantages.

—Computing the optimal mechanism reduces to solving a linear program.

—Proving an upper bound on the performance of any mechanism reduces to finding
a feasible solution to the dual program.

—Exploring variants of the problem is as simple as adding new constraints, or
manipulating the objective function of the linear program.

We next demonstrate these ideas by exploring some natural variants of the sec-
retary problem.
Incentive Compatibility. The optimal mechanism for the classical secretary
problem is to interview the first n/e candidates for exploration, and then hire the
first candidate that is better than all previous candidates. This mechanism suffers
from a crucial drawback. The candidates arriving early have an incentive to delay
their interview and candidates arriving after the position n

e + 1 have an incentive
to advance their interview. Such behavior challenges the main assumption of the
model that interviewees arrive in a random order. This issue of incentives is of
major importance especially since secretary problems have been used recently in
the context of online auctions [Hajiaghayi et al. 2004; Babaioff et al. 2008].

Using the linear programming technique, we study mechanisms that are incentive
compatible. We call a mechanism for the secretary problem incentive compatible if
the probability of selecting a candidate at ith position is equal for each position
1 ≤ i ≤ n. Since the probability of being selected in each position is the same, there
is no incentive for any interviewee to change his or her position and therefore the
interviewee arrives at the randomly assigned position. We show that there exists an
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incentive compatible mechanism which selects the best candidate with probability
1 − 1√

2
≈ 0.29 and that this mechanism is optimal. Incentive compatibility is

captured in the linear program by introducing a set of very simple constraints.
Surprisingly, we find that the optimal incentive compatible mechanism sometime

selects a candidate who is worse than a previous candidate. To deal with this issue,
we call a mechanism regret-free if the mechanism only selects candidates which are
better than all previous candidates. We show in the paper how to find the optimal
regret free incentive compatible mechanism, as well as other interesting incentive
compatible variants.

In subsequent work [Buchbinder et al. 2009a], we further explore the importance
of incentive compatibility in the context of online auctions. In this context, bidders
are bidding for an item and may have an incentive to change their position if this
may increase their utility. We show how to obtain truthful mechanisms for such
settings using underlying algorithms for secretary type problems. While there are
inherent differences in the auction model and the secretary problem, a mechanism
for the secretary problem is used as a building block for obtaining an incentive
compatible mechanism for the online auction problem.
The J-choice, K-best Secretary Problem. We also give a linear programming
formulation for a more general problem which we call the (J,K)-secretary problem.
Here, n candidates arrive randomly; the mechanism is allowed to pick up to J dif-
ferent candidates and the objective is to pick as many as possible from the top K
ranked candidates. The (1, 1)-secretary problem is the classical secretary problem.
For any positive integers J,K, we provide a linear program which characterizes
all mechanisms for the problem by generalizing the linear program for the classi-
cal secretary problem. We are also able to solve the linear programs analytically
for small values of J and K. The (J,K)-secretary problem is closely related to
the cardinal version of the multi-secretary problem for which Kleinberg [Kleinberg
2005] gave an asymptotically tight algorithm. Better algorithms, even restricted
to small values of k, are helpful not only for solving the original problem, but also
for improving algorithms that are based upon them. For example, the secretary
knapsack algorithm [Babaioff et al. 2007] uses an algorithm that is 1/e competitive
for maximizing the expected profit for small values of k (k ≤ 27).

2. ILLUSTRATING THE TECHNIQUE: CLASSICAL SECRETARY

In this section, we illustrate our technique by giving a simple linear program which
characterizes all possible mechanisms for the classical secretary problem. We stress
that the LP captures not only thresholding mechanisms, but any mechanism includ-
ing probabilistic mechanisms. Hence, finding the best mechanism for the secretary
problem is equivalent to finding the optimal solution to the linear program. The lin-
ear program and its dual appear in Figure 1. The following two lemmas show that
the linear program exactly characterizes all feasible mechanisms for the secretary
problem.

Lemma 2.1. (Mechanism to LP solution) Let π be any mechanism for se-
lecting the best candidate. Let pπ

i denote the probability of selecting the candidate at
position i. Then pπ is a feasible solution to the linear program (P), i.e, it satisfies
the constraints pπ

i ≤ 1
i

(
1−∑

j<i pπ
j

)
for each 1 ≤ i ≤ n. Moreover the objective
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(P) max 1
n
·
∑n

i=1
ipi (D) min

∑n

i=1
xi

s.t. s.t.

∀ 1 ≤ i ≤ n i · pi ≤ 1−
∑i−1

j=1
pi ∀ 1 ≤ i ≤ n

∑n

j=i+1
xi + ixi ≥ i/n

∀ 1 ≤ i ≤ n pi ≥ 0 ∀ 1 ≤ i ≤ n xi ≥ 0

Fig. 1. Linear program and its Dual for the secretary problem

value 1
n

∑n
i=1 ipπ

i is at least the probability of selecting the best candidate by π.

Lemma 2.1 shows that the optimal solution to (P) is an upper-bound on the
performance of the mechanism. The following lemma shows that every LP solution
actually corresponds to a mechanism which performs as well as the objective value
of the solution.

Lemma 2.2. (LP solution to Mechanism) Let pi for 1 ≤ i ≤ n be any feasible
LP solution to (P). Then consider the mechanism π which selects the candidate i
with probability ipi

(1−
∑

j<i
pj)

if candidate i is the best candidate so far and candidate

1, . . . , i − 1 have not been selected, i.e., the mechanism reaches candidate i. Then
π is a mechanism which selects the best candidate with probability 1

n

∑n
i=1 ipi.

Using the above equivalence between LP solutions and the mechanisms, it is easy
to show that the optimal mechanism can hire the best candidate with probability
of no more than 1/e. The proof is simply by constructing a feasible solution to the
dual linear program.

Lemma 2.3 [Dynkin 1963]. No mechanism can hire the best candidate with
probability better than 1/e.

3. CONCLUSION

Characterizing the set of mechanisms in secretary type problems as a linear poly-
tope possess many advantages. In contrast to methods of factor revealing linear
programs in which a linear program is used to analyze a single algorithm, here
we are able to characterize all algorithms by a linear program. One direction for
future research is trying to capture more complex settings of a more combinatorial
nature. One such example is the problem studied in [Babaioff et al. 2007] in which
elements of a matroid arrive one-by-one. This problem seems extremely appeal-
ing since matroid constraints are exactly captured by a linear program. Another
promising direction is obtaining upper bounds on performance of any mechanism
for the different variants of the secretary problem. While the linear program which
characterizes the performance may be too complex to obtain a simple mechanism,
the dual linear may still be used for obtaining upper bounds on the performance of
any algorithm.
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